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Project Description 

The field rapidly evolves toward smart microscopy, where imaging systems can 
autonomously analyse data in real time and adapt acquisition parameters accordingly. 
During acquisition, these systems rely on feedback loops that respond to detected events 
by adjusting key settings, such as imaging speed, resolution, or modality. This smart, 
adaptive approach enables researchers to maintain optimal imaging performance without 
the usual compromises between field of view, temporal and spatial resolution, sample 
health, or signal-to-noise ratio. 

This PhD project explores the development of a smart microscopy platform that leverages 
novel event-based detectors, including asynchronous read-out single-photon avalanche 
diode (SPAD) array detectors and neuromorphic cameras, within a polyfunctional 
microscope architecture combining both wide-field and laser-scanning modalities. Inspired 
by biological vision, neuromorphic cameras detect pixel-level brightness changes 
asynchronously, enabling extremely high temporal resolution while minimising redundant 
data acquisition. Their unique capabilities make them ideal for real-time detection of fast or 
rare events across large fields of view. In contrast, asynchronous SPAD array detectors 
enable photon-resolved microscopy. This highly informative imaging technique captures 
rich spatial and temporal information at the single-photon level, though over a more limited 
field of view. 

The system will operate in a smart feedback-driven mode. (i) Wide-Field Monitoring: The 
neuromorphic camera continuously scans the entire sample for dynamic events; (ii) 
Targeted Response: Upon event detection, the system will automatically switch to a laser-
scanning modality and redirect imaging to the region of interest. 

The PhD candidate will be involved in the optical integration, control software 
development, and algorithm design necessary for real-time data processing and system-
level adaptation. 

In particular, the candidate will carry out the following tasks: (i) Literature Review – 
Perform a critical analysis of the current applications of event-based cameras and SPAD 
arrays in advanced microscopy; (ii) Optical Design – Acquire practical experience in 
assembling and aligning multifunctional fluorescence microscopes that integrate wide-field 
and laser-scanning architectures; (iii) Image Analysis and Reconstruction – Develop or 
adapt algorithms to reconstruct conventional images from asynchronous event streams 
and design feedback mechanisms for adaptive, smart microscopy; (iv) System Control – 
Implement innovative triggering strategies that enable automated switching between 
imaging modalities in response to detected biological events. 

Requirements 



• Solid programming skills (Python or equivalent) 

• Background in image analysis, computer vision, or real-time signal processing 

• Basic knowledge of optics and fluorescence microscopy 

• Interest in AI-driven scientific instrumentation 

• Degree in physics, engineering, computer science, or a related field 
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