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Abstract

In social interactions, human movement is a rich source of information for all those who take
part in the collaboration. In fact, a variety of intuitive messages are communicated through
motion and continuously inform the partners about the timing and the future unfolding of
the actions. Also the style of an action, i.e. the way it is performed, has a strong influence
on interaction between humans. The same gesture has different consequences when it is
performed aggressively or kindly, and humans are very sensitive to these subtle differences
in others’ behaviors. A similar exchange of implicit information could support movement
coordination in the context of Human-Robot Interaction.

During my PhD, I focused on these aspects of human motion and on their potential role
in human-robot interaction. In a first study, we investigated how implicit signaling in an
interaction with a humanoid robot can lead to emergent coordination in the form of automatic
speed adaptation. Moreover, we assessed whether different cultures — specifically Japanese
and Italian — have a different impact on motor resonance and synchronization in HRI. Since
Japanese culture shows a higher general acceptance toward robots when compared with
Western cultures and acceptance, or better affiliation, is tightly connected to imitation and
mimicry, we hypothesized a higher degree of speed imitation for Japanese participants when
compared to Italians. In the experimental studies undertaken both in Japan and Italy, we
observed a clear influence of the robotic speed on human actions. Cultural differences did
not impact on the natural predisposition of subjects to adapt to the robot.

The ability to naturally influence the action timing of the human partner with no explicit
instructions, could play an important role in all applications that require a tight coordination
between humans and robots.

In a second study, we investigated how to endow a humanoid robot with behaviors
expressing different vitality forms, by modulating robot action kinematics and voice. Drawing
inspiration from humans, we modified actions and voice commands performed by the robot
to convey an aggressive or kind attitude. In a series of experiments we demonstrated that the
humanoid was consistently perceived as aggressive or kind. fMRI analyses demonstrated

that a similar neural activation can be triggered by the observation of a human or a robotic



action, as far as specific properties of the movement kinematics, reflecting action style, are
preserved. Moving to an actual interactive context, human action style changed in response to
the different robot attitudes and matched the behavior of iCub. In fact participants exhibited
aggressive kinematics when the robot was aggressive and kinematic properties typical of
gentle behavior when the robot was gentle.

Such behavior might be crucial in emergency and in authoritative situations in which the
robot should instinctively be perceived as assertive and in charge, as in case of police robots
or teachers.

The opportunity for a humanoid robot to express implicit communication in its behavior,

enriches the array of nonverbal signals that can be exploited to foster seamless interaction.
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Chapter 1

Introduction

1.1 Movement-based communication

Communication between humans comes naturally, as we are very skilled in coordinating with
each other even without the need of verbal instructions. Both explicit and implicit signals
contribute to the high efficiency of human-human interaction (1).

Explicit signals, such as gestures, are performed with the specific intention of providing
information to someone else. Implicit signals, instead, are not under our complete control but
they are equally important to carry information. For instance, when we want to take a tool,
our gaze would focus on the object before we even start the motion, helping our partners
to predict our goal and intention (2). This example shows that implicit communication
is embedded in our way of moving and does not need awareness of the "sender" or the
"receiver". In fact, such signals are produced involuntarily also when there is no one else
around: a person would look at the object before moving in any case. This is due to the fact
that all humans have in common certain motor regularities that characterize action execution,
and these regularities are unconsciously interpreted when we observe our peers (3). The
ability to understand these latent signals is exhibited in many other situations and contexts,
for example when we detect the emotional status of someone from voice features (4) or from
style of the body movements (5).

Implicit signals are important because they represent the foundation of "emergent coor-
dination" (1; 6). This is a feature of human interaction that allows efficient collaboration
through mutual adaptation, synchronization and anticipation without the need for direct
verbal instructions (7; 8; 9). Thanks to "emergent coordination" we exchange covert signals

that help us "to deal with the real-time aspects of joint action".
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Human-robot interaction could greatly improve if robots were able to both perceive and
send such signals. Recognition and understanding of these human cues is fundamental to
predict the goals and intentions of the partner, while the ability to express in the same way is
very important to achieve an effortless interaction. Both features enhance the relationship
with the robot, making it more natural. They would also simplify the exchange of information:
for example when we ask a robot to take an object, language interpretation and noise in the
environment could make our request quite hard to recognize. Moreover, dealing with the
differences among people and languages would add other layers of complexity, while we
can easily identify the gaze direction with only a camera. In addition, humans are often
persuaded that humanoid robots have their same set of perceptual and motor skills, due
to the very similar anthropomorphization (10). For example a person usually takes it for
granted that the robot can not only hear and see as we do, but also understand speech and
correctly interpret actions (11). Conversely, speech processing is still a quite challenging
task, especially in natural noisy and unconstrained scenarios. These are the main reasons

why would be important to exploit implicit communication channels.

1.2 State of the art

Human actions are recognized by human brain since our movements differ from any other
kind of motion (12). Robots with humanoid shape and presenting human-like behavior could
easily trigger these neural mechanisms and facilitate human-robot interaction. The same
"emergent coordination" exhibited by humans could be replicated with a robot, leading to a
more natural and efficient interaction (13). But there could be also a disadvantage: a robot
displaying behaviors and movements that do not follow the human style as we expect, would
worsen the interaction. Such mismatch between our expectations and the reality could induce
discomfort in the partner, similar to the uncanny valley effect (14).

There is evidence that, in simple scenarios, a humanoid robot displaying human like
behavior can convey the aforementioned implicit signals and provoke the same automatic
answers of humans. One example is the gaze: paying attention to the eyes of a humanoid robot
in a collaborative task, helped reducing the reaction times of the human partner who did not
have to wait the full speech instructions indicating the location of an object. The participant
in fact, could predict the position of the hidden object thanks to the gaze direction of the
robot in the same way of human-human interactions (15) and more in general many studies
demonstrated that people is more positively affected by robots that display a consistent social

gaze (16). On the motion side, goal-oriented transport actions performed by a humanoid
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robot seems to be processed similarly to the ones performed by a human actor, triggering the
attention of the observer towards the goal with approximately the same degree of anticipation
(17). Also lifting actions seem to be processed likewise since participants were able to deduce
the weight of unknown lifted objects with the same accuracy when the lifting was performed
by the human actor or the robot (18). Another behavioral response related to motor resonance
that is comparable between human and humanoid robot is priming: for example this effect
was present with similar size when observing the goal-oriented actions of a human or of a
robot (19) and also during repetitive game sessions with a robot (20; 21). Motor interference
is another process that has been demonstrated to occur for human-human and human-robot
interaction (22). In this case, the interference effect generated by observing another agent
moving was significant both for a human and robotic partner. Motor contagion in the form
of emergent coordination also arises after the observation of hand actions adopting human-
inspired kinematics (23). To support this, was also found that the observation of human
and robot actions activate the mirror-neuron system, but watching just a robot performing
repetitive movements does not trigger the same effect. (24).

All these data confirm that simple cooperative actions like passing, reaching, transporting
or grasping, performed by a humanoid robot and by a human can be interpreted in a similar
way. But it is also very important to note that for this to happen, it is crucial to respect some
rules that characterize human behavior. In fact most of the mentioned studies could find
coherence or matching between human-human and human-robot interaction, only when the
implicit signals of biological communication were conveyed properly (25).

Considering that present technology allows humanoid robots to easily perform such
basic movements, deepening the analysis of implicit signals and embedding them in the
robot motions is already possible and could facilitate the interaction of naive users with
complex platforms like humanoid robots. Keeping in mind the advantages and limitations of
this approach, during the three years of my PhD I tried to address specifically some of the
movement-based implicit signals by giving the iCub humanoid robot the ability to express

such signals with motion.

1.3 Research focus

As previously mentioned, the human way of moving is very peculiar and interpreted by
the brain in a particular way. It is well known that we can recognize biological motion
since very early infancy (26). This kind of motion is important also because we can deduce

a lot of information from it, like for example the goal of the action or the identity and
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emotional state of the actor (17; 27). Most of the times, these are all signals that we "send"
and "receive" unconsciously, communicating things such time and place without the need for
verbal exchange, making the interaction more immediate and efficient. Body motion is in
fact important also to convey why and how that particular action is carried out, revealing the
intention and affective state of the counterpart.

During my PhD, we worked mainly on two features of this implicit communication: the
effect of biological motion on timing of a collaboration and the expression of an emotional
status through movement (vitality forms). The first aspect is more general, fundamental to
improve the efficiency of collaboration tasks carried out with robots. As already mentioned,
biological motion is perceived and processed automatically by our brain, helping anticipation
during an interaction. Implementing such kind of motion on a humanoid robot, would greatly
increase the pleasure and effectiveness of the interaction. A lot of researchers tend to focus
more on making the robot adapt to the human partner and this has indeed been proven to
make cooperation more fluid (28; 29; 30). However, the adaptation between humans is often
“mutual”, therefore it might be relevant that also the human partner changes his behavior as a
function of collaborator’s behavior in a joint task. In current applications, when it is important
to maintain a stable pace in action execution during the interaction with a machine (e.g., in
chain production), the compliance of the human is often enforced, with no possibility for the
user to diverge. The use of humanoid robots might however trigger an automatic adaptation
to the robot rhythm, leading to a more fluid and less fatiguing coordination. Indeed, there is
evidence that humanoids moving according to biological motion rules can actually trigger
automatic imitation, but so far the demonstration has been limited to actions performed
in sequence and not embedded in a joint coordination (23). To investigate this point we
designed a study in which a participant had to execute a joint task with the humanoid robot
iCub. The two had to fill a box with Lego blocks provided in their hands. We altered the
speed with which the robot iCub accomplished the action from relatively fast to very slow,
in order to assess the natural tendency of the human partner to adapt in order to maintain
synchronization. Our goal was to investigate whether the human partner would adapt to
the speed of the robot, in line with results demonstrating that humans tend to exhibit speed
adaptation when interacting with an embodied robotic partner, (23; 31) showing that the
phenomenon generalizes to simultaneous actions in a semi-shared space. We also investigated
whether this adaptation can be influenced by the cultural context in which the interaction
takes place, performing the same experiment in Italy and Japan. These two cultures differ

substantially in their acceptance toward robots (32). Considering that a strong link exists
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between acceptance and other mechanisms such as imitation (33) we hypothesized a higher
degree of speed adaptation in the Japanese sample, when compared to the Italian one.
Going more in detail regarding movement-based implicit signals, the second aspect we
focused on involves the communication of an affective status through motion (vitality forms).
It can be important in the scope of human-robot interaction to communicate intuitively
the attitude of the other and enable a fast and immediate adaptation. The same action, in
fact, acquires a different meaning, also in terms of urgency or importance, when associated
with different vitality forms (34). Robots, specifically humanoid robots, might need to
express different attitudes in particular contexts such as elderly care or law enforcement.
In the former, for example, they could be more gentle displaying slow and fluid motion,
to avoid fear or rejection from the users, while in the latter could probably be better to
have an assertive robot with the ability to communicate imperative commands and quickly
convince a person to follow its instructions during an emergency situation. Research in
robotics has often focused on generation and execution of human-like movements in the
attempt of creating communicative actions (35; 36; 37). Although the emotional aspect has
been reproduced mainly through the use of facial expressions (38; 39) there are also several
attempts to communicate affective states with motion (5; 40). For example different authors
proposed to generate humanoid motions on the basis of the Laban Movement Analysis (35),
that describes the emotion conveyed by movement using features such as velocity, curvature
and acceleration (38). However, there are no studies addressing the issue of expressing
vitality in the behavior of a humanoid. The challenge we address in this study is to create
robot behaviors that can achieve a goal while communicating various vitality forms, by
exploiting a modulation of the kinematics of the motor act or of the robot’s voice. This
studies were carried on in collaboration with the research group of Prof Giacomo Rizzolatti
from Universita’ di Parma, in particular with Dr Giuseppe Di Cesare. In fact the main
inspiration for these studies comes from some of the past publications by Dr Di Cesare
regarding how vitality is perceived and processed by the brain, and how this influences
our movements during a human-human interaction. In human-human interaction, fast and
efficient collaboration is promoted by non-verbal communication (40; 41). Implicit signals
such as details in the motion of the body, gaze direction or voice features are typically
exchanged during a joint task between two humans. The correct exchange of these signals,
greatly enhances the quality of the interaction by revealing the partner’s goals, intentions,
desires (42; 43) or effort (18) and even discloses interactant‘s emotional status (44; 45).
Actions can be performed gently, vigorously, or rudely, in general, as a function of the mood

driving them (40; 46). These different ways of communicating have been called vitality
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forms by Daniel Stern and play a crucial role in social relations. Taking inspiration from
these studies, we designed a behavioral experiment to investigate whether human participants
could be influenced by a robot expressing rude and gentle vitality forms.

More specifically, participants were required to observe an humanoid robot (iCub) making
a gestural or verbal requests to grasp a ball. All requests were expressed with rude and gentle
vitality forms. After the iCub’ requests, participants performed the required actions (grasping
the ball bottle with the goal to give or place it). Our goals were to verify whether participants
were influenced by the motion of the iCub in both brain activation and kinematic features.

In the following chapter 2 and 3 we will describe the two main studies in detail and in
chapter 4 we will discuss the results, their impact, limitations and possible future develop-

ments.

Figure 1.1 Understanding in human-human interaction is often mutual. Human-robot
interaction should resemble it. Photo by Laura Taverna — Istituto Italiano di Tecnologia.

2
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Chapter 2

Coordination

2.1 HandProfiler: a biological motion module for the iCub

There are many features that allow us to coordinate properly with a partner during an inter-
action, the "way we move" is for sure one of these and has been deeply investigated. One
of the most famous rules that regulate our human motion, especially the arm movements,
is the Two-Thirds Power Law (47; 48). This is a well-known feature, that relates the speed
and curvature of a continuous movement. In particular, when the radius of curvature is high,
our motion is slower while on the contrary when the radius of curvature is low, we have
the tendency to speed up. We designed a module that enables the robot to execute curve
movements compliant with this law (49), leveraging on the existing Cartesian controller of
the iCub (50). Given a specific trajectory in 3D space, the module can convert it to a smooth
human-like movement, which is then executed by the robot through the original Cartesian
controller. Particular care was devoted to the generation of biologically plausible motion for
the robot since, as it has been previously demonstrated, such motion is crucial in eliciting
motor resonance and automatic imitation, two key features of in human-human interaction
(23; 51).

The module takes as input some parameters to build the trajectory and establish a speed

of execution. These parameters are:

* A, B, C, O: four points of the 3D space that are used to shape the elliptical trajectory.

* 0 : an angle to set the range of motion across the trajectory.
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* G : avalue to set the speed gain of the movement.

Through the first 4 parameters, an ellipse is generated. This represents the trajectory that
the end-effector of the robot will follow. The 0 angle parameter is crucial to decide the
boundaries of the movement, at which points of the trajectory the end-effector will start and
stop. The elliptical trajectory is generated as a collection of points that are reached with
the same timing and the value of gain G is exploited to calculate the distance between two
consecutive points, keeping into account the curvature: the lower the curvature, the closer

the points (see Figure 2.1).

Figure 2.1 Phases of the trajectory generation performed by the HandProfiler module.

Since the final motion is achieved through the original cartesian controller, the robot reaches
the initial position for the movement in the most efficient way with respect to the previous
position of the arm. This causes some variability on the initial configuration of the joints,
sometimes resulting in a strange initial posture. To avoid this undesired situation, we
implemented the possibility to "play" movements saved in text files. Such files contain the
value of all the arm joints with a precise timestamp and can be generated externally e.g. with

Matlab, or "recorded" directly with our module, during the execution of a movement.
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2.2 Experiment in Italy

The HandProfiler module was used in an experiment to understand whether the temporal
adaptation usually observed during human-human interaction occurs also during human-
robot cooperation. Mutual synchronization plays a decisive role in effective collaborations in
human joint tasks. Interaction between humans and robots need to show similar emergent
coordination. To this aim models of human synchronization have recently been ported on
collaborative robots with success (52). However, it is also important to consider under which
conditions the human partner is willing to adapt to the robot while performing a joint task.
We designed a collaboration engaging both human participants and the humanoid robot iCub
in pursuing an identical common goal: putting blocks into a box. We examined human action
speed, evinced from motion capture data, in order to investigate whether humans adapt their

behavior to the robot.

2.2.1 Methods
Experimental Design

We designed an experiment in which our participants had to perform a joint task with the
humanoid robot iCub (53). Human and robot were sitting face to face and their goal was to
fill a box with Lego blocks (see Figure 2.2). Each trial started when an experimenter put
simultaneously one block in the open hand of the robot and another in the open hand of the
participant. The following blocks were passed only when both had dropped the previous
one into the box, and after they both put their hand in the initial position. Thanks to this,
the robot and human always started at the same moment. The experimenter explained, at
the beginning of the experiment, that the robot and the participant both had the same goal
of filling the box that was closer to them with the Lego blocks that he would have provided
them. He indicated that that they could only get a new block after both had dropped the
previous one. No instructions were provided regarding the synchronization with the robot.
The robot was pre-programmed to transport the block on its open palm, drop it into the box,
and then immediately go back to the initial position. Each participant performed 6 sessions of
10 repetitions, i.e. they transported 10 blocks into the box for each session. During different
sessions two factors were manipulated: Robot Speed, which could be slow, medium or fast
and Box Number, which could be one — corresponding to a shared target space, or two —
corresponding to individual space since both the participant and the robot had a smaller

personal box in front of them. The order of conditions was randomized and unique for every
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participant. We set as “fast” a speed that we considered reasonable to complete the task
after a few pilot tests, then we selected the “mid” and “slow” speeds by trying to maximize
the differences among conditions, without making the “slow” motion seem unnatural to the
participant. The average speeds in all conditions are reported in Table 2.1. The motions of

the robot were inspired by biological human-like movements, as detailed in section 2.1.

Table 2.1 Robot hand speed in the different experimental conditions: average and standard
deviation.

Condition Mean Speed (m/s) SD

Slow 0.100 0.008
Mid 0.125 0.007
Fast 0.154 0.009

Participants & Data collection

The experiment was performed in Italy by 17 participants. We excluded 2 participants for
technical problems with data acquisition. Participants had different working backgrounds,
from university students, to lab technicians or administrative staff. The regional ethics com-
mittees approved the protocol and all participants gave informed consent before participating
(Mean age 30 years + 5 SD, 6 males, 9 females, 1 Left handed, 14 right handed.)

For each participant, we acquired video recordings and kinematic data using a motion
capture system. Videos were recorded from two different points of view in order to monitor
participants’ behavior in detail. Motion capture data, including 3D trajectory and speed of
the hand and arm for each time frame (100 Hz), were gathered using four markers: three
on the hand as shown in Figure 2.3, and one on the elbow. The motion capture system is a
VICON System of infrared cameras, capturing at a 100 Hz rate. Data about the motion of
the robot were gathered with the same motion capture system using 4 markers (one on the
elbow) as shown in Figure 2.3. Our analysis focused mainly on the speed of the two agents.
From the kinematic data, we extracted the starting and ending moment of each action. We
considered the former as the last minimum of the speed when the hand is in the start zone,
while the latter is the first minimum of the speed when the hand is in the box zone (see Fig.
2.2). Using these two time landmarks, we analyzed the most relevant part of the action and

calculated the average speed for each repetition.
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Figure 2.2 Setup of the experiment. Blocks are passed by an experimenter in the start zone
to both the participant and the robot at the same time. Their goal is to drop these blocks in
the box. The picture is a snapshot of the “one box” condition.
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Figure 2.3 Motion capture markers. Positioning is different between participant and robot in
order to distinguish them better during the data analysis phase.

2.2.2 Results

The aim of this study was the analysis of adaptation to a humanoid robot in a collaborative
joint task when both agents were tasked to put Lego blocks into a box. In Figure 2.4 there is
an example of the trajectories of both the robot (right) and a representative participant (left)
in the “Robot Fast” and “Robot Slow” conditions. The path followed by the robot is very
precise and only few variations can be noticed, while the trajectory of the participant is much
more heterogeneous (see Figure 2.4). From visual inspection of the participants transport
trajectories, it emerged that during box reaching they were quite similar across different
conditions. During the return to the starting zone, a lot of variability emerged within and
between participants since they did not receive any instruction regarding this phase, to keep
the experiment as natural as possible. Participants chose either to stop near the box or at a
different position before getting back to the start zone for the next trial (see blue lines in
Figure 2.4 for an example). The first part of the action, from the moment the experimenter
gives the block to the moment that the block is dropped into the box, is the only phase of
the movement which presented a constraint: the robot and the participant started their action
at the same moment. We consider this as the most interesting part on which to focus our
subsequent speed analysis since it is the phase in which the robot and the participant perform
the action at the same time. In the following sections we introduce the results extracted from

the analysis of the experiment.



2.2 Experiment in Italy 15

350 { 700 ¢
<A Slow return
300 START B0 —— Slow movement
Fast return
600 Fast movement START
—~250 R
z £ 550 3
E £ )
> 200 > 500}
150 450 ¢
400 BOX
100 ’
) 350 L—— 1 : 1 ,
700 800 900 1000 1100 700 800 900 1000 1100

Figure 2.4 Trajectories of one representative participant (left) and the robot (right) during
the “Robot Fast” and “Robot Slow” conditions. X and Y axis are a projection of the 3D
space in the frame of reference of the motion capture system.

Figure 2.5 shows the mean speed of all participants, for each of the different conditions.
It is clear that, on average, participants’ motion was significantly faster than the motion of the
robot (two sample t-tests between participants’ and robot velocity in the corresponding "robot
speed" conditions, all p’s<0.05). From this chart also a form of adaptation can be noticed:
even if participants were faster than the robot, their movement speed varied according to
the three different speeds of the robot. Conversely, performing the task with one shared box
or two different ones does not seem to trigger a different behavior in the participants. A
two-way repeated measures ANOVA with Greenhouse-Geisser correction, on participants’
speed with factor “Robot speed” (three levels: Slow, Medium, Fast) and factor “Number of
Boxes” (two levels: 1 shared box, 2 separate boxes) followed by Tukey post hoc tests shows
a significant change in participants’ movement speed as a function of robot velocity (F(1.95,
27.25)=17.43, p<0.01), in particular between the “Robot Fast” and “Robot Slow” conditions
(post hoc Tukey test: t(28)=5.79, p<0.01), and between the “Robot Mid” and “Robot Slow”
conditions (post hoc Tukey test: t(28)=3.6, p<0.05). No significant effect is evidenced as a
function of the number of boxes F(1,14)=0.23, p=0.6).

After the analysis of the mean from a general point of view, we looked for a possible
effect of adaptation during the multiple repetitions. The panels of Figure 2.6 represent
the mean across all participants, for each of the ten actions. We could not distinguish any
form of adaptation with the progression of the repetitions, not even any particular trend.
To statistically verify this observation, we ran two Two-Way repeated measures ANOVA
with Greenhouse-Geisser correction, with factors “Robot Speed” (3 levels) and “Repetition

number” (10 levels) on the “One box™ and “Two boxes” conditions respectively. The analysis
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Figure 2.5 Mean speed, and standard error (error bars) of the robot and participants for all
conditions.

showed that in neither case there was a significant effect of the interaction (F(5.32)=1.17,
p=0.33 and F(6.46)=1.04, p=0.41). Moreover, there was no significant difference among the
repetitions for the “One box” case (F(3.71)=2.16, 5 p=0.91), whereas in the ‘“Two boxes”
case a slight reduction in speed was observed between the beginning and the end of the task
(F(4.16)=3.9, p<0.01). In particular a post hoc Tukey test highlighted a significant difference
only between the first and four last trials (all p<0.05).

Further evidence of an automatic adaptation to the robot’s velocity comes from the
analysis of individual participants’ behaviors. The graphs in Figure 2.7 show that almost all
participants lie above the dashed identity line, meaning that their speed in the “Robot Fast”
and “Robot Mid” conditions was higher than their speed in the “Robot Slow” condition. If a
participant maintained the exact same speed, for example, in the “Robot Fast” and “Robot
Slow” condition, the corresponding marker would be on the dashed line. Similar results

derive from the analysis of the “Two Boxes” condition.
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Figure 2.6 Mean participants’ speed for each of the ten repetitions (“One Box”), with shaded
areas representing standard error of the mean. The dashed lines represent the speeds of the
robot, equal across all the ten repetitions.
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Figure 2.7 Individual speed of participant in the “Robot Fast” (left) and ”Robot Mid”

conditions (right), in relation to their speed in the “Robot Slow” condition in the “One Box’
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sessions. The bigger circles with error bars represent the sample mean and standard error.
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2.3 Experiment in Japan and comparison

We then moved on to investigate whether the automatic imitation of the robot is affected
by cultural differences. In particular we focused on the comparison between Italy and
Japan. Indeed, converging evidence shows that top down modulation of the activation of the
neural substrates possibly supports emergent coordination. Amoruso et al. (54; 55) have for
instance demonstrated that motor resonance is not an entirely automatic process, but it can be
modulated by high-level contextual representations. Also social aspects might affect motor
resonance. Recent neuroimaging studies show that mirror system activation is modulated by
social group membership, with higher activation during action observation when the action
is performed by an in-group rather than an out-group member (56; 57). However, it is not
yet known whether cultural differences might have an influence on emergent coordination,
leading to different patterns of behavior across countries, also when the joint action is
performed with a partner of the same culture. If cultural differences impacted emergent
coordination, we would expect to find differences in the degree of adaptation between the
Italian and Japanese population. Japanese people showed a higher general acceptance toward
robots when compared with Western cultures (32). Since acceptance, or better affiliation, is
tightly connected to imitation and mimicry(33), we hypothesized a higher degree of speed
imitation for the Japanese sample, when compared to the Italian one. Moreover, given the
difference in the perception of personal space between the two cultures (58), we hypothesized
the Japanese to move differently to avoid violating the personal space of the robot in the

“shared box” condition.

2.3.1 Methods
Participants & Data

The experiment was performed in Japan, in collaboration with Osaka University, by 9
participants with different working backgrounds. We excluded 1 participants for technical
problems with data acquisition. The regional ethics committees approved the protocol and all
participant gave informed consent before participating (Mean age 29 years + 9 SD, 3 males,
5 females, all right-handed.)

We collected the same data for Japanese and Italian participants. Motion capture data,
including 3D trajectory and speed of the hand and arm for each time frame (200 Hz), were
gathered using four markers: three on the hand as shown in Figure 2.3, and one on the

elbow. The motion capture system is a Motion Analysis MAC3D capturing at a 200 Hz
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rate. Data about the motion of the robot were gathered in a different way in Japan. We took
advantage of “yarpdatadumper”, a module created to record and save in files different kind
of information from the robot (59). We took advantage of this to record the values of the
joints of the robot arm at specific time instants. We then transformed the joints data into
3-dimensional trajectories and speeds with the specific tools supplied by the designers of the
robot (60). For the analysis we extracted the same data and followed the same pattern as for
Italian participants.

The average speeds in all conditions are reported in Table 2.2. It is slightly different
between the two countries. The reason for this discrepancy is that two different iCub robots
were used and the movement speed is influenced by different factors, out of which some were
not under our control, including the age of the robot and low-level settings of the electronics.
However the values are comparable between the two experiments and the relative variation in
robot’s speed between the fast and slow conditions was very sim ilar (54% velocity increase

vs. 57% velocity increase).

Table 2.2 Robot hand speed in the different experimental conditions: average and standard
deviation (Japan).

Condition Mean Speed (m/s)  SD

Slow 0.080 0.008
Mid 0.108 0.004
Fast 0.126 0.006

2.3.2 Results

In Japan we performed the same analysis that we did in Italy for a direct comparison between
the two countries. From the bar chart in Figure 2.8, we can see that participant in Japan
are always faster than the robot and that they tend to adapt to the different robot speeds.
Concerning the ‘shared space’ condition there seem to be no differences across the “number
of boxes” variable, for all the three speeds of the robot. These observations are confirmed by
a two-way repeated measures ANOVA with Greenhouse-Geisser correction, on participants
speed with factors “Robot speed” and “Number of boxes”, which shows a significant change
in participants’ speed as a function of robot movement velocity F(1.68, 11.74)=7.74, p<0.01)
and no change as a function of number of boxes F(1,7)=2.73, p=0.14. Even though there
is no significant difference between the numer of boxes, a trend seem to appear since the

speed is slower in the condition with two boxes, but this result needs further investigation.
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Similarly to Italian participants, there is a significant difference for Japanese participants
between the “Robot Fast” and “Robot Slow” conditions (post hoc Tukey test: t(14)=4.99,
p<0.01), and between the “Robot Mid” and “Robot Slow” conditions (post hoc Tukey test:
t(14)=4.55, p<0.05).
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Figure 2.8 Mean speed, and standard error (error bars) of the robot and participants for all
conditions (Japan).

As shown in Figure 2.9 there is no clear effect of adaptation with the progress of
repetitions. 2 Two-Way repeated measures ANOVA with Greenhouse-Geisser correction,
with “Robot Speed” and “Repetition number” as factors, did not highlight any significant
difference among repetitions for both the “One-box” (F(2.62)=2.7, p=0.08) and the “Two-
boxes” (F(3.83)=1.39, p=0.26) conditions, nor any interaction (F(5.05)=1.05, p=0.4 and
F(4.42)=1.09, p=0.38).

Finally, figure 2.10 illustrates another validation of the aforementioned results. Here each
marker represents a single participant and since the majority of them are above the dashed
identity line, this means that they changed their speed according to the change of the robot
velocity, adapting to it.
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Figure 2.9 Mean participants’ speed for each of the ten repetitions (“One Box”), with shaded
areas representing standard error of the mean. The dashed lines represent the speeds of the

robot, equal across all the ten repetitions (Japan).
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Figure 2.10 Individual speed of participants in the “Robot Fast” (left) and ”Robot Mid”
conditions (right), in relation to their speed in the “Robot Slow” condition in the “One Box”
sessions. The bigger circles with error bars represent the sample mean and standard error
(Japan).
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2.3.3 Cross-cultural comparison

From the previous sections, it appears that there is a high similarity in the behaviors of the
participants from Italy and Japan during the interaction with the robot: both groups were
influenced by robot’s speed, with no modulation of their behavior due to the presence of
a shared box or two individual target spaces. To directly compare the level of adaptation
between the two countries, we plotted the individual speeds of all participants in the “Fast
Robot” and “Slow Robot” conditions on the same graph (Figure 2.11). In the figure, it can
be noticed that, on average, the Italian participants tend to be slower than the Japanese, even
though the robot speed was slightly faster in the Italian experiment than in the Japanese one
(see squares in Figure and Tables ). Besides this effect, both the Italians and the Japanese
tend to change their speed similarly, adapting to the changes of the robot velocity, as shown

by the similar relative position of the average markers with respect to the identity line.
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Figure 2.11 Individual participants’ speed in the “Robot Fast” speed condition, displayed in
relation to the corresponding speed in the “Robot Slow” speed condition (in the “One Box’
condition) for both countries. The bigger circles with error bars represent the mean and
standard error. If a participant had the exact same speed in the two conditions, the respective
marker would be on the dashed line.

>

To quantify the degree of adaptation, and directly compare it between the two countries,

we computed for each participant the relative variation of her speed as a function of the
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variation in the robot speed across conditions. To calculate this so called "slope", we
regressed each participants’ average speeds in the three speed conditions with respect to the
corresponding robot’s velocities and extracted the slope of the resulting line. A number close
to one would correspond to a relative change in participants’ speed comparable with that
exhibited by the robot across conditions, implying a high level of adaptation. The stem plots
in Figure 2.12 represent the computed individual slopes, which are similar between the two
groups. Bars represent the “Mean return difference” (MRD), that is the mean difference in
timing between the instants in which the robot and the participant returned their hand to the
starting position to get a new block. A Mixed Two-Way repeated measures ANOVA with
Greenhouse-Geisser correction, on participants slope with “Number of Boxes” as within
factor and “Nationality” as between factor: shows that the adaptation was not significantly
different between the two groups tested (F(1,21)=0.267, p=0.61), nor was affected by the
presence of a shared target space (F(1,21)=0.005, p=0.94).
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Figure 2.12 Stem plots represent the slope corresponding to the amount of adaptation of
participants. These slopes have been computed for the one-box condition, but those computed
for the two-box condition are very similar. Bars represent the “Mean return difference”
(MRD), that is the mean difference in timing between the instants in which the robot and the
participant returned their hand to the starting position to get a new block. A negative value
means that the participant arrived first.

2.4 Limitations and future work

A possible confounding variable in the experiment was that by design we established the

restriction to start each repetition together with the robot. Participants might, therefore,
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have been induced to slow down when the robot slowed down, in order to synchronize their
arrival to the start zone with that of iCub. In other words, they might have planned their
actions with the covert aim of coordinating with the starting action of the robot. If this
assumption is correct, we might expect that people who showed a stronger adaptation to the
robot speed (slope closer to one) were also arriving at the starting zone in synchrony with
the robot. We therefore computed the “mean return difference” as the difference in timing
between the instants in which the robot and the participant returned their hand to the starting
position to get a new block. A correlation between high slopes (close to one) and small
mean return difference would mean that they slowed down intentionally. The computation
of slope and mean return difference showed no connection between the two measures, as
can be seen in Figure 2.12. The distribution of the stems, representing the adaptation (slope),
is not clearly related to the bars showing the difference in return timing. It seems therefore
unlikely that the common start of repetition timing during the trials influenced the adaptation
to the robot. The presence of a third agent with the active role of passing blocks could
have influenced the interaction, even though the experimenters were trained to release the
objects in the hand of the participant and robot in a stereotyped manner which was constant
across all conditions. Moreover participants witnessed only the release of blocks into their
hands since the experimenter picked up the blocks while participants were completing the
previous trial looking at the robot or at the box. For this reason we believe it’s unlikely that
the speed of the experimenter had influenced the participants. Future experiments will avoid
the presence of another person that could bias the results. Another problem to discuss is
the number of participants. Availability in Japan was limited thus we could not have the
same amount of participants in the two countries. Overall, testing a higher amount of people
in the future would lead to more reliable results and allow a more detailed data analysis,
possibly strengthening our findings and improving the comparison between the two countries.
It is important to note that the selected task might not be considered a proper joint action,
such that the two agents overtly collaborate to achieve a shared goal. However the two
have to perform a simultaneous action in a quasi-shared space and this entails a certain
degree of coordination. It could be relevant in the future to assess whether a more explicitly
collaborative task could be more affected by cultural difference. Last, in this experiment we
only measured the implicit adaptation and we did not enquire about the subjective perception
of the participants. Such information could help interpreting more in depth the behavioral

results.



Chapter 3

Vitality

3.1 Inspiration

In the previous section we presented a study investigating movement-based implicit com-
munication with a focus on coordination timing, but during human-human interactions we
exchange many different signals including indications on our current affective status and
attitude towards other agents. Actions can be performed in different ways, for example,
a hand shake can be kind or vigorous, a caress can be delicate or rushed communicating
the positive or negative attitude of the agent. Similarly, words can be pronounced with a
pleasant or unpleasant tone also conveying the agent’s attitude. These different forms of
communication have been named “vitality forms” by Daniel Stern (2010). Vitality forms
have a strong influence on interaction between humans. The same gesture has different
consequences when it is performed aggressively or kindly, and humans are very sensitive to
these subtle differences in others’ behaviors. The aim of this work was twofold: 1) endow
a humanoid robot with vitality forms allowing it to generate gentle and rude actions; 2)
investigate whether and how the observation of these actions influence the perception and
motor behaviour of the human partner. To address these issues, using fMRI and kinematic
techniques, we carried out two different studies. Drawing inspiration from modulations of
human voice and motion associated to different vitality forms, we modified a passing action
and a passing voice command performed by the robot to convey an aggressive or kind attitude.
In a series of experiments we demonstrated that the humanoid was consistently perceived as
aggressive or kind. The neural responses to the observation of the robot actions matched those
recorded for the observation of human actors exhibiting similar vitality forms. Importantly,
this happened most likely because the appropriate features of human behavior were ported

on the robotic platform. Also human behavior changed in response to the different robot
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attitudes with human partners showing more aggressive kinematics when interacting with an
aggressive robot.

The opportunity of humanoid behavior to express vitality enriches the array of nonverbal
communication that can be exploited by robots to foster seamless interaction. Such behavior
might be crucial in emergency and in authoritative situations in which the robot should

instinctively be perceived as assertive and in charge, as in case of police robots or teachers.

3.2 fMRI studies

A fascinating possibility is that the new generations of robots will be endowed with the
capacity to express vitality forms appearing more authentic and comfortable to interact
with. In this view, an interesting question is to investigate whether the observation of
actions generated by a humanoid robot (iCub) with a gentle or rude vitality form may elicit
the activation of the dorso-central insula found activated in previous studies during the
observation of human actions (27). For this purpose, two fMRI studies were carried out. The
aim of the first study was to assess whether the observation of the iCub robot mimicking
human vitality forms produced the activation of the insula. In this study, sixteen participants
were required to pay attention either on video-clips showing a human actor offering an object
in a gentle and rude way or on video-clips showing very similar actions generated by the iCub
robot with a low and high velocity. Results of this first study showed that only the observation
of human actions produced the activation of the dorso-central insula. In the second study, we
tried to improve the stimuli to have a better comparison between the robot and the human. We
chose an actress whose anthropometric measures were more similar to those of the robotic
platform iCub to ensure a higher compatibility between the robot and the human stimuli. We
asked her to perform an offering gesture gently or rudely and its kinematic parameters (i.e.
peak velocity, length trajectory) were recorded by the Optotrack motion capture system and
remapped into the kinematic model of the iCub robot. This allowed us to replicate her actions
with the same vitality forms. Then, we assessed whether the observation of these robotic
actions generated with human kinematics produced the activation of the dorso-central insula.
The results of this second study showed that, the observation of robotic actions endowed
with human vitality forms produced a BOLD signal increase in the dorso-central insula. This

insular activity was very similar to that obtained during the observation of human actions.
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3.3 First fMRI study

In contrast with previous fMRI studies which investigated the goal understanding of robotic
actions (24; 61; 62) (what), the present study is focused on a new fundamental action property:
the form (how). For this purpose one fMRI experiment was carried out to assess whether the
observation of the iCub robot mimicking human vitality forms produced the activation of the
insula. In this study, sixteen participants were required to pay attention either on video-clips
showing a human actor offering an object in a gentle and rude way or on video-clips showing
very similar actions generated by the iCub robot with a low and high velocity. Results of this
first study showed that only the observation of human actions produced the activation of the

dorso-central insula.

3.3.1 Methods

Participants & Data collection

Sixteen healthy right-handed participants (Mean age = 26.5 years + 3.8 SD, 6 females, 10
males) took part in this experiment. All participants had normal or corrected-to-normal vision.
Informed consent was obtained from all participants and the experiment was approved by
the ethics committee of the University of Parma (UNIPRMR750v1) in accordance with the
Declaration of Helsinki.

Imaging data were collected on a 3 Tesla Discovery MR750 GE scanner equipped with
an eight-channel receiver head coil. Functional images were acquired using a gradient
EPI sequence with a TR of 2500 ms, TE of 30 ms, flip angle of 90°, parallel imaging
acceleration factor of 2, 205 x 205 mm? field of view, voxel size of 2.5 x 2.5 x 3 mm?. The
scanning sequence comprised 229 ascending sequential volumes composed by 37 axially
slices. Additionally, a high resolution T1-weighted structural image (1 x 1 x 1 mm?) was

acquired with a TR of 8100 ms, TE of 3.2 ms, flip angle of 12° for each participant.

Generation of the stimuli

VICON Motion Capture System (Vicon OMG, UK MX2 model, sampling frequency: 100
Hz.) was used to record the kinematic features of actions performed by both the male actor
and the robot. In particular, six infrared cameras recorded the 3D position at regular time
intervals of a 5 markers placed in different positions of the right arm: one on the thumb, one
on the index finger, one on the wrist, one on the elbow and one on the shoulder. In all videos,

the actor and the robot performed the actions starting from the same initial position and
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Figure 3.1 Example of the video-clips observed by participants during the experiment. The
images show the human actor and the iCub robot in the start (AB, left panels) and in the end
positions (AB, right panels).

reaching the same final position (see Figure 3.1). During the action execution, the natural and
ecological expression of human actor was preserved as much as possible avoiding excessive
artificial manipulation of kinematic variables. All actions performed were also filmed by a
high definition camera (Panasonic HCX 900) in order to obtain video stimuli to present in the
fMRI study. The movements of the iCub were generated with the module described in section
2.1, trying to match the speed and trajectory of the human actor for the rude and gentle
vitality forms. The use of this module granted that the movements generated complied with
the properties of biological motion and in particular to the Two-Thirds power law. However,
with this approach, the distinction between the two vitality forms was limited to a difference
in peak velocity, while the acceleration profile remained unchanged. The module also had
some limitations that didn’t allow to reach the same speed of the human actor.

After video recording, using the Tracker software, the 2D kinematic profiles of all actions
presented in the video-clips were analyzed. For this purpose, a specific point of the agent’s
hand (human or robot) corresponding to the index finger, was marked for all video clips. In
particular, for each video frame, the position of the index finger was tracked in the space

from the beginning to the end of action. For all actions, using both X and Y values of each



3.3 First fMRI study 29

tracked point, the module of the velocity of gentle and rude actions was calculated and
averaged. Figure 3.2 shows the kinematic profiles of human and robotic actions presented to
the participants in this study (perceived velocity). Due to the limitations of the module used
to generate robotic actions, we had to speed up the frame-rate of the iCub videos to reach a

perceived velocity that was closer to the one of the human actor.
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Figure 3.2 Physical properties of the video stimuli. Graphs depict the profiles of the mean
2-D velocity perceived by participants during the observation of gentle and rude actions
performed by human actors and iCub robot.

Experimental design

Participants were presented with video-clips showing a male actor offering different objects
(apple, orange, packet of crackers, bottle, ball) with a gentle and rude vitality forms or
without any vitality form (jerky actions; control condition). More specifically, the control
stimuli were obtained by presenting one static frame of the action every 400 ms (5 frames in
total from the beginning to the end of the action). The aim of the control stimuli was to allow
participants to understand the action goal without conveying any vitality form information.
Additional video-clips showed a humanoid robot (iCub) generating the same actions with
two velocities (high and low) mimicking the gentle and rude vitality forms expressed by
the human actor. As a control, participants were presented with video-clips showing the
iCub robot generating the same actions with a jerky movement. Subsequently, in order to
obtain a very similar peak velocity between the kinematic curves of actions performed by
the human actor and those generated by the iCub robot, the frame rate of video-clips was

adjusted accordingly (Figure 3.2). Note that, for all video-clips, the face area of both the



3.3 First fMRI study 30

human actor and the iCub robot was not shown to avoid possible confound effects due to
attention to the facial expression.

Participants laid in the scanner in a dimly lit environment. The stimuli were presented
via digital video system (VisuaSTIM) with 30 dB noise-attenuating headset with 40Hz
to 40 kHz frequency response and with a 500.000 px x 0.25 square inch resolution with
horizontal eye field of 30°. The digital transmission of the signal to the scanner was via optic
fiber. The software E-Prime 2 Professional (Psychology Software Tools, Inc., Pittsburgh,
USA, http://www.pstnet.com) was used both for stimulus presentation and the recording of
participants’ answers. Video stimuli were presented in blocks of five consecutive stimuli of
the same condition each lasting 2.5 s (conditions: human gentle actions, human rude actions;
human control actions; robot gentle actions; robot rude actions; robot control actions). An
inter block period of 12.5 s without video stimuli was present between two consecutive
blocks. In the 10% of cases, in the inter block period catch trials were randomly presented
and participants were required to indicate the correct vitality form observed by pressing
a button on a response box placed inside the scanner. The study 1 was composed of 3
functional runs with a total of 9 blocks (45 single trials) for each condition, presented in a
randomized order. Each functional run lasted about 10 min. During the presentation of the
stimuli, participants were asked to fixate a white cross presented in the center of the screen

and to focus on the way in which actions were performed.

3.3.2 Results

The observation of actions performed by human gently and rudely vs. baseline produced the
activation of the occipital lobe, bilateral inferior parietal lobule extending to the supramarginal
gyrus and bilateral premotor cortex extending to the inferior frontal gyrus. In addition, there
was a bilateral activation of the insular cortex. A very similar activation pattern was observed
for the robot condition with a large extension of the frontal areas and the lack of the activity of
the insular cortex. In contrast, the observation of video-clips showing jerky actions performed
by both human and iCub robot (control stimuli) produced a weaker activation of the same
pattern (see Fig. 3.3).

The direct contrast between the observation of human actions performed with vitality
forms and the control actions (jerky actions) revealed the activation of the left dorso-central
insula (human rude actions vs. human control actions; human gentle actions vs. human
control actions). On the contrary, the contrast between the observation of the robotic actions

mimicking the human vitality forms (actions generated with low and high velocities) and the
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Figure 3.3 Brain activation during the processing of actions performed by human actors
and iCub robot. LH, left hemisphere; RH, right hemisphere.

robotic control actions did not reveal any activation (robotic rude actions vs. robotic control
actions; robotic gentle actions vs. robotic control actions).

The direct contrast between the observation of human actions and robotic actions [human
(rude actions + gentle actions) — robot (rude actions + gentle actions)] revealed the activation
of the left dorso-central insula. On the contrary, the opposite contrast did not produce any
activation. It is important to note that the activation of the dorso-central insula was also found
in the direct contrast between human gentle actions versus robot gentle actions. Considering
the BOLD signal extracted, the t-test revealed significant difference between human and

iCub robot during the observation of rude and gentle actions (Figure 3.4 p < 0.05).
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Figure 3.4 BOLD signal indicating the insula activity during the processing of actions
performed by human actors and iCub robot. The bar graphs indicate the comparisons
between human and robot in gentle and rude conditions. Asterisk indicates p<0.05. (RD =
rude, GT = gentle).
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3.4 Second fMRI study and subjective evaluation

In the first experiment described above, we showed that only the observation of human
actions endowed with vitality forms produced the activation of the dorso-central insula. It
was crucial then to understand whether the lack of activation in response to robotic stimuli
was due to the nature of the agent (i.e. a robot) or to the difference of the subtle properties
of the robotic movements with respect to those of the human. To address this question we
tried to reduce the differences between the kinematics of human and robotic actions, and we
carried out a second fMRI experiment.

The main improvements included:

* Putting a red t-shirt to the robot. The movement of the mechanical joints of the iCub
shoulder are quite different from the motion of a human being. This could weaken the
impression of biological plausibility of the robot movement. The red t-shirt masked

the joint.

* Changing the human actor. We choose an actress whose size was more similar to
the robot, especially for the length of the arm and consequently the amplitude of the
movements. This facilitated the mapping of human motion to the robot.

* Avoiding manipulation of the videos. In the previous study, in order to generate the
aggressive stimuli, we had to speed up the frame-rate of the videos since we could not
reach the same speed of the actor only through the use of the module (see section 2.1.

This could have interfered with the naturalness of the robot motion.

The experimental paradigm was kept equal to the previous study. In addition, we decided to
also ask for some subjective evaluations of the video stimuli, to verify if the different vitality

forms were perceived correctly by participants.

3.4.1 Methods

Participants & Data collection

Sixteen healthy right-handed participants, different from the ones of the first study (Mean age
=25.7 years + 3.4 SD, 5 females, 11 males) took part in this experiment. For the subjective
evaluation we had 20 participants (Mean age: 24, SD: 2 years, 5 males, 15 females). All
participants had normal or corrected-to-normal vision. Informed consent was obtained from

all participants and the experiment was approved by the ethics committee of the University of
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Parma (UNIPRMR750v1) in accordance with the Declaration of Helsinki. For specifications
of imaging data, see the previous section.

A Human
Start Position End Position

B Robot
Start Position End Position

Figure 3.5 Example of the video-clips observed by participants during the experiment. The
images show the human actor and the iCub robot in the start (AB, left panels) and in the end
positions (AB, right panels).

Generation of the stimuli

In this study, we choose a female actress whose arm size was more similar to the one of the
1Cub. The kinematic features of the actions performed by both the actress and the robot were
recorded from the same marker positions as described above, but using a different system:
the NDI OptoTrack (sampling frequency: 200 Hz). The choice of this new recording system
was supported by the presence of active markers. These specific markers helped to avoid
possible confounding effects caused by the reflective metallic parts of the robot. This time,
the kinematic features recorded from the actress were used to generate the movements of the
robot. We took advantage of the captured data and translated it to the motion space of the
robot using the HandProfiler module, generating movements with velocity and acceleration
profiles that were closer to the ones of the actress, as can bee seen from figure 3.6. Thanks

to this technique we did not have to modify the video stimuli since the aggressive vitality
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form was directly embedded in the movements of the iCub, making the motion appear more

natural and biologically plausible.
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Figure 3.6 Physical properties of the video stimuli. Graphs depict the profiles of the mean
2-D velocity perceived by participants during the observation of gentle and rude actions
performed by human actors and iCub robot.

Experimental design and subjective evaluation

The design of this experiment has already been described in the previous section. In addition
before the fMRI, we decided to gather subjective evaluations of the video stimuli, to verify
whether the different styles of the actions were perceived in the same manner for the human
and the robot. Participants were presented with video-clips showing human or robot express-
ing gestures or voice with vitality forms. Both visual and auditory stimuli were presented in
two forms: gentle or rude. After visual or auditory stimulus perception, participants were
immediately requested to indicate on a Likert scale reported in figure 3.7) the vitality forms

perceived.

Likert Scale

(& 2 =
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Figure 3.7 Here is displayed the rating scale presented to participants for the subjective
evaluation experiment
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3.4.2 Results

Regarding the subjective evaluation, the plot of figure 3.8, indicate that the vitality of all the
stimuli was correctly recognized for both the human and the robot stimuli. This is confirmed
by one Two Way Repeated Measures ANOVA on the ratings for the different movies, with
Agent (human/robot) and Style (gentle/aggressive) as factors. The difference between Style
is highly significant (action: F(1,19)=298.7, p<0.001), whereas the difference between
Agents is not significant (action: F(1,19)=0.84, p=0.37). From the analysis it emerges also a
significant interaction between Agent and Style (action: F(1,19)=14.1, p=0.001). In particular
the human aggressive style shows significantly higher ratings than the robot (Bonferroni
post-hoc, p = 0.002). However, the distinction between aggressive and gentle behavior is

highly evident for both agents.
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Figure 3.8 Subjective evaluation of robot behaviors with different vitality, conveyed with
different features. Gentle and rude between the robot and actor seem to be perceived almost
in the same manner by participants.

Results indicated that the observation of actions performed by human gently and rudely
vs. baseline produced the common activation of the occipital lobe, bilateral inferior parietal
lobule, bilateral premotor cortex and inferior frontal gyrus. A similar activation pattern
was observed for the robot condition with a large extension of the frontal area in the right

hemisphere. Furthermore, the observation of video-clips showing control stimuli (jerky
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actions) performed by both human and robot produced similar activation patterns more

extensive in the right hemisphere for the robot condition (Fig. 3.9).

Study 2

Figure 3.9 Brain activation during the processing of actions performed by human actors
and iCub robot. LH, left hemisphere; RH, right hemisphere.

The direct contrast between human actions performed with vitality forms (gentle, rude)
and the control condition (jerky actions) revealed the activation of the left dorso-central
insula (human rude actions vs. human control actions; human gentle actions vs. human
control actions). On the contrary, the contrast between the observation of robotic action and
the control condition did not produce any activation (robot rude actions vs. robot control
actions; robot gentle actions vs. robot control actions).

Differently with results of the previous study, the direct contrast between the observation
of human actions and robotic actions did not revealed any activation. Furthermore, no
significant activation was found in the contrast human rude actions vs. robot rude actions

and in the contrast human gentle actions vs. robot gentle actions (figure 3.10).

3.5 Kinematic study

Considering the work described in the previous sections, we assume that the generated
movements for the iCub effectively convey rude and gentle vitality forms to the human
observer. The next step would be to test these motion styles in a real interaction with the
robot. The aim is to assess the behavioral responses of human participants to the robot actions
showing different vitality forms in an interactive setting.

Di Cesare et al. (27) carried out a kinematic study to assess whether visual and auditory
properties of vitality forms expressed by others influenced the motor response of participants.

They presented video-clips displaying a male and female actor performing a "giving request"
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Figure 3.10 BOLD signal indicating the insula activity during the processing of actions
performed by human actors and iCub robot. The bar graphs indicate the comparisons
between human and robot in gentle and rude conditions. (RD = rude, GT = gentle).

(give me) or a "taking request" (take it) in visual, auditory and mixed modalities. These
requests could express rude or gentle vitality forms. After watching the video, participants
had to perform an action. Their results showed that participants’ kinematic features were
influenced by vitality forms for both the visual and auditory stimuli. In particular, parameters
such as the peak speed and acceleration of their subsequent movements were coherent with
the vitality forms that they experienced immediately before: after a rude request, they were
faster and displayed a higher acceleration, with respect to the gentle request. Our goal was
the reproduction of this effect during a human-robot interaction.

First, we designed and carried out a pilot study to analyze the effect of vitality forms on
the kinematic response of participants during a real human-robot interaction. Then, after
addressing the possible issues of this pilot, we performed a final experiment involving both

video stimuli and live interaction with the robot.

3.5.1 Methods

Participants and data

In the pilot, we tested a total of 10 participants (all right-handed, 4 females, mean age: 27,
SD: 3 years). In the final experiment we tested a total of 10 participants (all right-handed,
5 females, mean age: 26.4, SD: 1.8 years). In both the studies we gathered kinematics
data of the hand and arm with 5 markers (see fig. 3.11 for positioning) thanks to a NDI
OptoTrack system, with 200 Hz sampling frequency. We also performed one questionnaire
after the interaction, giving participants the possibility to give open comments. Only in

the final experiment we had two questionnaires before the experiment. These were used
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to better interpret possible particular kinematic behavior of participants: the first regarding
aggression and the second about the attitude toward robots. All the ten participants of the
final experiment, started with the video phase, then performed the live interaction after some
months to avoid a possible bias given by the memory of a live interaction with the robot, that

could be stronger than just observing in video.

Figure 3.11 Markers positioning for both studies.

Experimental design

The experimental setting of the pilot study is depicted in Fig 3.12. After the iCub action
execution (passing the object) or word pronunciation (“take it”) participants had to take a ball
held by the robot at approximately 30 cm from their right hand. The participant comfortably
sat in front of the robot with small headphones to hear the robotic voice indications, covered
by hearing protectors to avoid experimental biases due to the noise of the moving motors.
Between the participant and the robot, we placed a small table with marks indicating the
starting position of the right hand and two different targets (yellow and orange) on which the
ball had to be placed by the participant.

The robot performed one action (pass the object) or pronounced one action verb in Italian
language (“prendi” that is “take it”), with two different vitality forms. The two actions
and voices were designed to show rude and gentle robot behavior towards the participant,
inspired by the protocol by Di Cesare et al. (27). The kinematics of the actions were the
ones described in section 3.4.1, which had proven to be effective in conveying the vitality as
shown by observers’ neural response. To generate a robotic voice we recorded the voice of

a human actor that pronounces the following motor command: “take it” in rude and gentle
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Figure 3.12 Experimental Setup included the working table with two target areas (yellow
and orange) and the humanoid robot iCub standing in front of the participant. The face of
the robot was covered to avoid bias regarding eyes or facial information.

forms. We then manipulated some physical properties e.g. the pitch and duration (Cool Edit
Pro Software). Finally, the intensity of action verbs was equated for loudness in order to
match the corresponding gentle and rude vitality forms of the human voice.

The face of the robot was covered with a black piece of cloth held by two poles at
the proper height, since the salience of the information had to be conveyed only either by
the action or by the speech. Participants were instructed to replace the ball in the hand of
the robot with their left hand. Before the beginning of the experiment, each participant
performed a first training phase of ten repetitions, in which they had to take the ball and
place it on the target indicated by the robot. During this phase, the robot posture was fixed in
the final passing position. After the training, we presented the stimuli in three blocks of 16
repetitions. Each one of the 4 conditions (gentle action, gentle voice, rude action, rude voice)
was performed 4 times per block in a randomized order. The sequence of the conditions in
each block was identical for every participant. Each repetition had the structure depicted
in Fig. 3.13. At first a neutral robotic voice indicates the target (yellow or orange), then
one of the four possible stimuli is presented. Note that for the voice stimuli, the hand of
the robot was always in the final passing position, equal to the final position of the passing

action. When the stimulus is over, the participant takes the ball and puts it on the previously
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indicated target area. Eventually, a neutral robotic voice asks the participant to put back the
ball in place.

The voice messages that indicated the target or the re-positioning of the ball, were
designed to be neutral and to avoid any influence on the participant. Also the return movement
was programmed to respect biological motion but peak velocity speed was reduced to
show neutral vitality. To assess the potential effect of different vitality on participants’
behavior during the interaction, we analyzed a few kinematic features of their movement
drawing inspiration from a previous study on vitality forms in human-human interaction
(27): maximum hand speed during reaching and return — i.e. positioning of object in the
target position; maximum hand acceleration during reaching and return. At the end of the
experiment, we asked the participants how they would describe the audio and movements of

the robot and we left the possibility to give open comments about the experiment.

Voicemessage saying the target where
to place the ball: “yellow” or “orange”

/\

st
i motion :
passing motio "prendi®)

\/

Voice instruction to place the ball back
in the hand of the robot: “posiziona”
that is “put back"

Figure 3.13 Flowchart showing the sequence of one trial with the possible variations.

3.5.2 Results of the pilot experiment

In the pilot experiment, we assessed whether participants’ action kinematics was affected
by the vitality expressed by the robot during a passing interaction. Fig. 3.14 shows the

maximum speed averaged across all participants for the reach-to-grasp and the return phase
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of the movement in response to the robot gentle action or rude action, and the same measures

for the voice instructions.
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Figure 3.14 Mean among all participants of the maximum hand speed for the reaching and
return phase of the movement in response to the robot’s action and voice. The error bars
represent standard error of the mean.

The motion seems slightly faster when the stimulus was gentle, but the main variation can
be found between voice and action. In fact, through an two-Way Repeated Measures ANOVA,
we did not find a significant difference between the two vitality forms, but only between
action and voice (F(1,9) = 16.13, p<0.01) and no significant interaction. This observation is
confirmed also by analyzing the behavior of individual participants as displayed in Fig. 3.16
The properties of the second part of the action, from the grasping to the placement on the
table, are approximately equivalent to the ones about the “reaching” part of the movement,
Jjust described: a Two-Way Repeated Measures ANOVA confirms again significant difference
only between action and voice (F(1,9) = 16.83, p<0.01).
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Figure 3.15 Mean among all participants of the maximum hand acceleration for the reaching
and return phase of the movement in response to the robot’s action and voice. The error bars
represent standard error of the mean.

Results regarding peak acceleration are displayed in the charts of Fig. 3.15. In this case,
contrary to what happens for speed, acceleration is higher when the robot is aggressive, a
difference which reaches significance in the return phase of the movement (Fig 8B, F(1,19) =
5.95, p<0.05). In the reaching phase instead the main difference is between voice and action
and is confirmed by a Two-Way Repeated Measures ANOVA (F(1,19) = 13.33, p<0.01).
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Figure 3.16 Individual speed of participants for the gentle and rude conditions in response
to the action and voice of the robot. If a participant maintained the exact same speed, the
corresponding marker would be on the identity line.

The last results regard subjective answers to the question “how would you describe the
voices and movement of the robot?” asked after the experiment. All participants described

29 <¢ 99 ¢

the rude stimuli using at least one of these words: “aggressive”, “commanding”, “angry”,
“rude”, while the gentle stimuli were defined “kind”, “calm”, “relaxed”. Moreover, 8 out
of 10 declared that, in their opinion, the difference between the rude and gentle audio was
approximately the same if compared to the rude and gentle motion. These comments extend
the findings of the first subjective evaluation experiment [sec] that the robot was able to
convey vitality forms. In particular, the vitality exhibited by the robot communicated the
correct attitudes also when participants did not have only to provide a binary evaluation but
were free to choose an arbitrary description.

Eventually, we can say that the subjective recognition of the “style” of the robot is similar
for both modalities of communication: action and voice. The two vitality forms are also
clearly perceived during an actual interaction with the robot, conveying the perception of the
robot being “calm” or “aggressive/commanding”. The behavioral reactions, however, show
only minor differences between the two types of robot actions, with just a tendency to show
an increase in hand acceleration and speed of grasp aperture in response to an aggressive
rather than a gentle robot behavior. Moreover, participants’ motor response was significantly
faster and more accelerated in response to robot’s voice rather than robot’s action. These
findings do not entirely replicate what has been shown in human-human interaction, where
the style and emotion conveyed by voice and movement of the agent, influenced similarly the

motor response of the receiver (27). In particular, participants exhibited significantly faster
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speed and higher acceleration when they watched a video showing rude behavior, on the

contrary, they were slower and more relaxed when the video displayed gentle behavior.

Updates to the final version of the experiment

After the pilot experiment, we decided to adjust some details in order to avoid biases and

obtain more reliable results. The main changes include:

* We added a video part to the experiment, equal to the interaction with the robot, to
have a direct comparison within the same participants in the two different conditions.
This would help to relate our work with the human-human interaction study (27) that
only included video stimuli, and to investigate whether there are variation between the
video and live interaction. The videos were arranged to show the same size of the real

iCub during the live interaction.

* The robot did not hold the ball in its hand anymore, but performed a pointing instead.
This was necessary to have consistency between the two phases of the experiment,
since in the video part we could not move the object like it happened in the passing

action during the live interaction.

e The robot wore a red t-shirt. As mentioned in section 3.4 it was useful to hide the

shoulder of the robot which is characterized by non-biological motion.

* We also decided to add two questionnaires before the experiment in order to have
more information to interpret the kinematic data. The questionnaires were: the Italian
validated version of the Aggression Questionnaire by Buss and Perry (63; 64) and the
Italian version of the Negative Attitude towards Robots scale (65). With these two we
could have a better understanding of the participants’ movement and reactions to the
iCub.

* We added a set of open questions to be answered after each of the two phases of the
experiment. This way we could also verify whether the actions of the robot were

perceived in the same way, regardless of the two modalities (video or live interaction).

We did not change the design and flow of the repetitions and blocks, since it was
satisfactory in the pilot for both the amount and quality of the data gathered during the

Sessions.
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Figure 3.17 Experimental Setup improved after the pilot experiment. This is an example of
the video phase of the experiment, with the ball held by a tripod in front of the participant.

3.5.3 Results of the final experiment

Considering the results of the pilot, we tried to improve the final experiment with the
modifications explained in the previous section. The main difference consists in the addition
of a video phase, identical to the live interaction to allow a comparison of the participant’s
behavior in these two conditions. To be consistent across the two contexts of video and live
interaction, the robot could not hold the ball in its hand anymore, therefore we put it on
a tripod in front of the iCub. The passing action was then transformed into an open hand
pointing action. We also covered the robot with a red t-shirt, to hide the mechanics of the
shoulder joint that are very different to the human’s articulation and could have worsen the
interaction. Eventually we introduced two questionnaires to possibly give a more precise
interpretation to behavioral results.

We performed a GLM statistical analysis on the reaching and return parts of the movement
for both speed and acceleration, with post-hoc Bonferroni corrected comparisons. From now

on the conditions will be called with the following names:

e CONTEXT to indicate the live or video condition.
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e MODALITY to indicate the action or voice condition.

* VITALITY to indicate the gentle or rude stimuli.

In general, for speed we found significant differences for the reaching phase in MODAL-
ITY (F(1,9)=23.43, p<0.001) and VITALITY (F(1,9)=14.00, p<0.01). There is also a
significant interaction of MODALITY-VITALITY (F(1,9)=15.32, p <0.01) and CONTEXT-
MODALITY-VITALITY (F(1,9)=50.11, p<0.001). For the return phase, we found sig-
nificance only in VITALITY (F(1,9)=7.64, p<0.05) and an interaction of MODALITY-
VITALITY (F(1,9)=34.99, p <0.001). More in detail, Fig. 3.18 shows the peak speed
averaged across all participants for the reach-to-grasp and the return phase of the movement
in response to the robot gentle action or rude action, for both the live and video phases of
the experiment. It is clear that vitality of the action modulates the speed of the participant,
especially in the reaching phase of the movement where the speed difference between gentle
and rude is extremely significant for both the video and live parts. Also the video rude vs
live rude and video gentle vs live gentle are significantly different, leading us to think that

the physical presence of the robot may have an influence on participant’s behavior.

Action Reaching Action Return
110 Live Video Live Video
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Peak Speed (m/s)
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Figure 3.18 Mean among all participants of the maximum hand speed for the reaching and
return phase of the movement in response to the robot’s action. The error bars represent
standard error of the mean. The symbols indicate the level of significance of post-hoc analysis
with Bonferroni correction: * p<0.05, ** p<0.01, *** p<0.001.

Approximately the same results can be seen for the voice condition in Fig. 3.19, with
one important exception: there is no significant difference between the gentle and rude
vitality in the video condition. This result suggests that the presence of the robot in this
particular interaction configuration could have a role in the modulation of this effect. In
both MODALITY conditions, the return phase of the movement does not present almost any

strong effect, with the exception of gentle and rude vitality in the action video condition.
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Figure 3.19 Mean among all participants of the maximum hand speed for the reaching and
return phase of the movement in response to the robot’s voice. The error bars represent
standard error of the mean. The symbols indicate the level of significance of post-hoc analysis
with Bonferroni correction: * p<0.05, ** p<0.01, *** p<0.001.

We went a bit further in the analysis of the speed and inspected the individual behavior
of participants in the reaching phase. In Fig. 3.20 we plotted the speed of every single
participant in the rude (Y-axis) and gentle (X-axis) conditions. Both graphs show that most
of the markers are located above the identity line, meaning that the speed of participants was
faster in response to the rude behavior of the robot and slower when the iCub was gentle.
This result confirms the more general ones showed above. Another thing that can be noted

from the image is that there were no big differences between action and voice reaching for
individual participants.
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Figure 3.20 Individual speed of participants for the gentle and rude conditions in response
to the action and voice of the robot. If a participant maintained the exact same speed in the
different vitality conditions, the corresponding marker would be on the identity line.



3.5 Kinematic study 48

Results for acceleration peaks are less strong but similar to the ones regarding speed.
In general we found significant differences in MODALITY (F(1,9)=16.67, p<0.01) and
VITALITY (F(1,9)=14.74, p<0.01). There is also a significant interaction of MODALITY-
VITALITY (F(1,9)=10.12, p <0.05) and CONTEXT-MODALITY-VITALITY (F(1,9)=22.20,
p<0.01). For the return phase, we found significance only in VITALITY (F(1,9)=15.11,
p<0.01). In particular, in Fig. 3.21 are displayed the acceleration peaks for the reaching and
return phase of the movement. There are significant differences between rude and gentle
vitality for both the video and live interaction, and in the rude vitality forms between video
and live. These effects are almost equal to the ones regarding speed, corroborating our ideas
about automatic imitation of vitality forms. The same occurs less strongly for voice stimuli
as shown in Fig. 3.22. Significant difference here is only between gentle and rude vitality in

the live condition, and between the gentle stimuli in live and video modalities.
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Figure 3.21 Mean among all participants of the maximum hand acceleration for the reaching
and return phase of the movement in response to the robot’s action. The error bars represent
standard error of the mean. The symbols indicate the level of significance of post-hoc analysis
with Bonferroni correction: * p<0.05, ** p<0.01, *** p<0.001.

We did not find any significant correlation between the Aggression Questionnaire and
NARS scores and the kinematic behavior. On the contrary, the open comments questionnaires
performed after the two phases confirm a good recognition of the different voices and actions.
In particular, the rude vitality form was described as "aggressive", "fast", "unpleasant”,
"commanding" and also "rude", while for the gentle one, participants used words such as

n "

"slow", "calm", "kind", "helpful" and "gentle".
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Figure 3.22 Mean among all participants of the maximum hand acceleration for the reaching
and return phase of the movement in response to the robot’s voice. The error bars represent
standard error of the mean. The symbols indicate the level of significance of post-hoc analysis
with Bonferroni correction: * p<0.05, ** p<0.01, *** p<0.001.
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3.5.4 Limitations and future work

In this study, our main goals included: giving the ability to express different vitality forms
with actions and voice to the iCub humanoid robot and eventually verify the differences
between presenting stimuli in with a video or during a live interaction.

Considering these results we can say that they are coherent with the previous fMRI studies.
In the context of our experiment, the different vitality forms are explicitly recognized for
all conditions. Implicit communication instead, influences the subsequent action performed
by participants in almost all cases, but not always. In fact, while action stimuli provokes an
imitation of the style of the robot in every condition, this is not always true for the voice
commands. It is important to note that even though the audio stimuli were provided exactly
in the same modality for the live and video phases, in the latter case the imitation effect was
not triggered. On the contrary, the voice in presence of the robot and the actions in both live
and video conditions, influenced the subsequent movements of participants very clearly in
speed and acceleration, driving them to match the style of the stimulus observed right before.

Even if there was no contact between the participant and the robot in both the video and
live condition, the contagion was strong and the physical presence of the robot could have
had an effect on the perception of the voice. We are not used to deal with vitality forms
of robotic voices. We believe that the audio could have been more easily associated to the
robot when it was present in front of the participant, while this association failed for the
video phase regardless of whether it was presented with identical modality. The results in
this study confirm that the physical presence of the robot has an impact on certain aspects of
the interaction, whereas other properties are preserved even in video-based scenarios, in line
with previous literature (20; 66; 67).

Indeed the experiment presented also some limitations that could have influenced the
results. First, we did not analyze the features of the voice vitality in depth as the ones of
the movements, therefore the audio stimuli can probably be improved a lot in future studies.
Other problems include the low number of participants and the order of conditions. All the
ten participants in fact, performed the video phase first and the live interaction after some
months. We chose this procedure to avoid a possible bias given by the memory of a live
interaction with the robot, that could be stronger than just observing in video. We plan to
extend the sample size and reverse the order of conditions with ten more participants, to

address these limitations.
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Section Three



Chapter 4

Discussion

4.1 Major goals & results

The main goal of my three year PhD has been investigating motion in human-robot interaction.
In particular we focused on biological motion, and the various implicit signals that it naturally
conveys. Human motion is in fact unconsciously recognized by the brain since early stages
of development (26), facilitating the cooperation between individuals: thanks to such signals
our interactions are more efficient and pleasant (17). Giving the 1Cub the ability to move
following the rules of human motion, would present some advantages in various situations,
from basic communication to more complex backgrounds such as elderly home care and law
enforcement. Two aspects of biological motion were addressed: how it triggers adaptation in
a cooperative framework and how it can be used to communicate an affective status. First of
all, we programmed the robot to move its arms following the Two-thirds power law, a well
known regularity of human actions. Then, taking inspiration from human-human interaction,
we ported these skills to the iCub and performed two main studies, one to induce participants
to adapt to the robot during a collaboration, and another to transmit vitality forms through
the robot’s movements. In the first study we designed an experiment in which a person and
the robot had the same task of filling a box with Lego blocks. We changed the speed of
the iCub across the trials, to investigate whether participants would adjust their own speed
accordingly. Results show that on average our participants were slower when the robot was
slow and faster when the robot was fast, adapting their velocity to their automated humanoid
partner. We performed this experiment in two very different countries, Italy and Japan, to
verify if cultural background could have an influence on this behavior. Both Italian and
Japanese participants showed approximately the same level of adaptation, leading us to think

that these low level mechanisms, as motor resonance in the form of automatic imitation, are
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not influenced by cultural differences. In the second study we started with the generation of
different passing actions to display rude and gentle behavior, the so called vitality forms (34).
After verifying that these movements were correctly designed to explicitly communicate
rudeness and kindness, we used them in different experiments. The first one focused on
fMRI analyses to verify whether a robot exhibiting vitality forms could trigger the same
neural responses of a human actor moving with the same styles. We managed to obtain
a very similar activation of the dorso-central part of the insula in the brain of participants
only with a proper design, porting the movements of a human actor to the iCub. A second
series of experiments tested the kinematic response to the vitality forms of the robot with
videos and in a real interaction. The exercise included a video phase and a live interaction
with the iCub. In both circumstances, participants were influenced by the behavior of the
robot, replicating the style of the motion displayed by the iCub. Their movement features
resembled the ones of an aggressive action after the observation of an aggressive motion of
the robot, while on the contrary they performed more gentle action when the robot was gentle
itself. These results replicate the findings of previous studies on human-human interaction
we took inspiration from (27), showing that humanoid robots can express vitality forms and

consequently affect the behavior of the human counterpart during a simple interaction.

4.2 Limitations & future work

As mentioned in the Introduction and in the chapters describing each study, there are some
limitations on these works. In general it is difficult to bring the robot in the wild and perform
more ecological experiments to investigate the transmission of implicit signals in more
realistic environment. Considering our results and the fact that such signals are processed
unconsciously, we trust that this problem is not crucial to appropriately explore the context
of implicit communication during an interaction. How does this scale to richer interactions
involving multiple people and more complex signals needs further study. Again, considering
the results obtained in both studies, we believe we have properly implemented a form of
human-like motion, making the actions of the robot biologically plausible. If not so, our
participants would have probably experienced some sort of uncanny effect derived from the
difference between humanoid appearance and non-human behavior, undergoing through an
unpleasant interaction. This does not seem the case, since none of the participants involved
manifested bother or frustration during the experiments, nor in the informal questions we

asked afterwards.
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As mentioned in the relative sections, both studies had some limitations. In particular the
collaboration involved the presence of a third person that could have affected the interaction,
but it is important to note that this did not prevent participant to adjust their motion to the
speed of the robot and display a sort of adaptation. In order to enhance our findings, we
plan to design a different experiment with a new task to avoid the presence of a third agent
and strengthen the feeling of collaboration between the participant and the robot. Also a
higher number of participants will be essential. Regarding the vitality study, we took care
of generating only one passing/pointing action and two basic styles, rude and gentle. Our
strong aspiration is to understand more in depth the features that differ among various vitality
forms. Learning how to manipulate such parameters would allow the generation of many
diverse styles, starting from the same neutral action. Such generalization could be applied
to many fields, from other humanoids to virtual avatars, passing through different kind of
robots. Eventually, a challenging and ambitious goal will be the combination of perception
and action in robotics. The ability to recognize biological motion and act consequently is
crucial to achieve a natural, safe and efficient human-robot interaction in real environments,

drawing robots closer to our daily lives.

4.3 Impact

Much research has already been trying to humanize machines making them more aware and
respectful of human necessities (25). Robots should adjust their behavior on human needs:
this will allow a proper communication through anticipation and understanding of our actions.
New technologies can lead to more powerful and efficient robots and these new capabilities
should be put at the service of new key concepts such as predictability and understanding
skills to greatly improve interaction with humans. It is important to note that humanization is
not strictly bound to anthropomorphic appearance, in fact we could say it is more related
to a collection of skills that would allow robots to understand and predict human intentions
and limitations. It suggests that the robot has a model of the human behavior and uses this
representation to communicate in a way that is intuitive for the human partner. This model
can be applied to machines with very different embodiments, from humanoids to smart cars.

During the three years of my PhD, I followed an approach based on human-human inter-
action models, trying to replicate them with an iCub humanoid robot. When we cooperate,
there are many implicit signals in the way we perform an action that can suggest our goals
and intention, but also the properties of an object or our emotional status. A robot should

be able to perceive and send such signals during an interaction, to both understand and
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be understood by the human counterpart. To reach the same level of safety and efficiency,
human-robot interaction must be mutual.

In social science it’s been known for a long time that highly ambiguous and unpredictable
events and tasks are often evaluated as unpleasant and can be cause of fear and anxiety. These
negative feelings come from the difficulty to understand and adapt to such situations. Also
the uncanny valley effect in robotics has been linked to similar perception of ambiguity and
unpredictability, caused by a mismatch between expectations and reality. To address this
problem, the focus of my work has been the design of predictable motion for collaborative
actions and the communication of an affective state. This would allow the robot’s actions to
be more readable and to communicate also different emotions that can be useful in various
situations. For example, a robot designed to be a teacher would benefit from moving in a
gentle fashion to avoid uneasiness, while in some cases it could act in a more authoritative
way to convince people to quickly follow its instructions, depending on the circumstances.
This way human-robot interaction can become more natural and safe at all levels and be
perceived as such. These applications could be useful in other context such as for virtual
agents, already widely spread online as automatic support tools for websites and companies,

and more in general in many fields of human-machine interaction.
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Figure 4.1 RBCS and CONTACT groups of IIT. Luca Garello, Gaia Risso, Francesco Rea,
Dario Pasquali, Giulia Albanese, Valeria Falzarano, Ana Tanevska, Alexander Aroyo, Giulia
Petrella, Laura Bandini, Sara Nataletti, Alessia Vignolo, Alessandra Sciutti, Omar Eldard-
eer, Linda Lastrico, Giulia Belgiovine, Elena Lechuga, Radoslaw Niewiadomski, Romain
Toebosch, Anne Bloem, Inge Hootsmans, Lena Opheij, Giuseppe Di Cesare, Motonobu Aoki,
Anna Folso, Jacopo Zenzeri, Carlo Mazzola, Lukas Grasse, Joshua Zonca, Jonas Gonzales,
Giulio Sandini
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